Low bit-rate video coding using wavelet vector quantisation

D.G. Sampson
E.A.B. da Silva
M. Ghanbari

Indexing terms: Video coding, Lattice vector quantisation, Wavelet transforms

Abstract: A method for low bit-rate video coding based on wavelet vector quantisation is proposed. Motion estimation/compensation using overlapping block matching (OBM) is employed to eliminate the blocking effects in the prediction error introduced by conventional block matching. It is shown that OBM significantly increases the efficiency of the wavelet transform coder. The motion-compensated interframe prediction error is decomposed using a wavelet transform and a method is employed for the efficient coding of the wavelet coefficients. In this technique, the coefficients are coded with a zero-tree multistage lattice vector quantiser. Simulation results are provided to evaluate the coding performance of the described coding scheme for low bit-rate video coding. It provides constant bit rate, obviating the need for buffer, with just small fluctuations in PSNR. Moreover, comparison with the RM5 implementation of the standard H261 video coder shows that the presented codec provides improvements in both peak signal-to-noise ratio and picture quality.

1 Introduction

Data compression of video signals is an important research topic with several applications, such as videotelephony, videoconferencing and high-definition television (HDTV). Several video coding schemes have been proposed to reduce the amount of image data required for transmission and storage. The most successful of these methods aim to remove the temporal redundancies between successive frames of moving sequences by predicting the current frame from the previous ones. This is typically achieved by employing some type of motion estimation/compensation. The motion-compensated interframe prediction (MCIP) error is then coded using a technique, such as transform, sub-band or vector quantisation.

The ITU recommendation H261 has defined a coding scheme operating at integer multiples of 64 kbit/s, which is suitable for videophone/videoconferencing applications [1]. This is a hybrid DPCM/DCT coder, where the MCIP error image is partitioned into blocks of 8 x 8 pixels which are transformed using a 2-D DCT. The transform coefficients are quantised with a uniform scalar quantiser and are encoded with a variable-length coder. Although this video codec is now widely accepted, its picture quality suffers from noticeable blockiness at low bit rates. For this reason, investigations on other video coding methods are conducted aiming to exploit the potential of tools such as wavelet transform and vector quantisation for video coding applications [2–11]. The success of these techniques is mainly evaluated by the picture quality of the reconstructed frames at low bit rates, where the block transform coders perform poorly.

A wavelet transform is the decomposition of a signal into expansions and translations of a mother function ψ(t), and it has been used in various image processing and computer vision applications [12]. The wavelet transform provides a tool for decomposing images into multiresolution approximations, which correspond to different frequency components of the original image. This can be implemented via an octave-band sub-band analysis/synthesis process, leading to a tree-structured hierarchical decomposition as shown in Fig. 1. Several investigations have been reported regarding the development of efficient methods for coding wavelet coefficients [13–16]. Typically, the most successful of these methods

Fig. 1 Two-dimensional M-stage wavelet transform
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take into consideration the structural similarities between
bands of the same orientation by generating zero tree
roots.

Vector quantisation (VQ) is a generalisation of scalar
quantisation (SQ), where a group of samples are jointly
quantised instead of separate quantisation of each indi-
vidual sample. The theoretical advantage of VQ over SQ
has motivated a plethora of investigations on VQ as a
data compression method [17]. In practice, the most
important feature of VQ is the potential of achieving
fractional bit allocation for the vector components.
Lattice vector quantisation (LVQ) is a type of VQ where
the codebook is designed based on regular lattices. A
regular lattice is a discrete set of points in k-dimensional
space, which can be generated by the integral linear com-
bination of a given set of basis vectors [18]. The main
advantage of LVQ is the significant reduction in the
encoding complexity typically required by full-search VQ
[19]. This is accomplished by exploiting the structural
properties of regular lattices.

In this paper we propose a method for low bit-rate
video coding based on wavelet lattice vector quantisa-
tion. Motion estimation/compensation for wavelet video
coder is first discussed. It is shown that the overlapped
block matching (OBM) proposed in Reference 20 signi-
ficantly increases the efficiency of the wavelet transform
coder by eliminating the blocking artifacts in the predic-
tion error image introduced from the conventional block
matching. The motion-compensated interframe predic-
tion error signal is coded using a method which combines
wavelet transform and lattice vector quantisation,
referred to as successive approximation wavelet vector
quantization (SAWVQ). The basic principles of SAWVQ
and the evaluation of its performance for still-image
coding are described in Reference 21. In this technique,
the most important vectors of wavelet coefficients are
successively coded by a series of vectors of decreasing
magnitudes. Moreover, the structural similarities among
the bands of the same orientation are exploited by
incorporating a block zero-tree structure. Simulation
results are provided to evaluate the coding performance
of the described coding scheme for low bit-rate video
coding. Moreover, comparison with the RM8 implemen-
tation of the standard H261 video coder [22] shows that
the presented codec provides improvements in both the
peak signal-to-noise ratio and the picture quality of the
reconstructed frames.

2 Motion estimation/compensation for wavelet
video codec

Temporal redundancy between successive image frames
can be removed by taking into consideration the displace-
ments of moving objects. Thus, motion estimation/
compensation is an important part of any video coder
[23]. Block matching (BM) motion estimation has been
widely used in video coding applications and fast imple-
mentations have been suggested [24].

In the conventional BM algorithms, the image is parti-
tioned into nonoverlapping, rectangular blocks. Each
block in the current frame is then compared against all
possible blocks of same dimensions within a specified
search area in the previous frame. The best match is
found either by minimising a distortion cost function (i.e.
the mean square error, MSE) or by maximising a corre-
lation function (i.e. the crosscorrelation) between the two
blocks. The estimated block motion vector \( d = (dx, dy) \)
indicates the displacement of the current block in relation
to the previous frame.

Although BM motion estimation has proved very suc-
sessful in reducing the energy (and consequently the
amount of data) of the interframe prediction error, it fails
to estimate the true motion present in the scene. Irregu-
larities occur in the motion field, such that the motion
vectors of neighbouring blocks point towards different
directions. As a result of these discontinuities in the
motion field, considerable blocking artifacts are intro-
duced into the prediction error image. Fig. 2a illustrates

Fig. 2  Zoomed part of prediction error signal between frames 1 and 4
of 'Claire'

a Conventional block matching
b Overlapped block matching

an example of the prediction error image obtained after
conventional block-matching motion compensation. It
can be observed that the boundaries of adjacent blocks
are noticeable.

For block transform coders, possible blocking artifacts
present in the prediction error image do not significantly
reduce the coding performance, provided that the motion
compensation block dimensions are multiples of the
transform block ones. On the other hand, blockiness can
have a considerable effect on the coding efficiency of sub-
band/wavelet coders, where the entire image and not a
small subimage is transformed. In this case, blocking arti-
facts on the boundaries of the motion blocks is translated
into a large signal power in the high-frequency bands. Most sub-band/wavelet coding techniques will tend to spend a large proportion of their bit rate budget just for coding this high-frequency information which is not required since it is not part of the original scene. Hence, it is important to employ a motion-estimation/compression technique that does not lead to blocking artifacts. Possible candidates are pel-recursive [23] or phase correlation [25]. In this paper we have used a variation of block matching, where the blocks are overlapped with each other, so called overlapped block matching (OBM) motion compensation. Overlapped motion compensation methods have been proposed in References 20 and 26, in connection to lapped orthogonal transforms. Ohta and Nogasi [9] have recently used OBM in their wavelet transform video coder. Here, we demonstrate the efficiency of OBM-MC for low bit-rate video using SAWSV.

The operation of the OBM-MC is illustrated in Fig. 3. The image frame is partitioned into $2N \times 2N$ overlapped blocks located around a core block of $N \times N$ pixels. Assuming a search area of $\pm s$ pixels in the previous frame, the best matched motion vector for each $N \times N$ block is selected by minimizing a distortion measure between the $2N \times 2N$ overlapped blocks, after weighting the prediction error with a weighting function $w(x, y)$. In our experiments, we have used the raised-cosine function given by

$$w(x, y) = \cos^2 \left( \frac{2\pi x}{2N} \right) \cos^2 \left( \frac{2\pi y}{2N} \right)$$

where $x, y = -N, \ldots, N$ (1)

The motion compensated image frame is then formed by shifting and weighting each $2N \times 2N$ overlapped block from the previous frame with the estimated displacement vector $d_i$ which corresponds to the $N \times N$ core block indexed by $i$. The pixel values in the overlapping parts of adjacent blocks are calculated by summing the weighted pixels. Fig. 2b illustrates a magnified part of the prediction error image obtained by OBM. It is evident, by comparing the images in Fig. 2a and 2b, that the MCIP error image created by OBM-MC is free from any blocking artifacts. In Section 5, we demonstrate that this can lead to significant improvement of the coding performance achieved by the proposed wavelet video coder.

3 Successive approximation lattice vector quantisation

We have developed an efficient method for coding wavelet transform coefficients [21, 27]. In this method blocks of wavelet coefficients are quantised with a successive approximation vector quantisation (SAVQ) scheme, such that blocks are coded progressively in several stages. At each stage, the residual quantisation errors of the previous passes are further refined until a certain level of distortion is achieved, or the bit-rate budget is exhausted. At each stage the blocks with higher energy are coded first, which ensures that the bits are spent with priority to code the most important information.

A key element of the proposed algorithm is the successive approximation lattice vector quantisation. According to this method, a given input vector $x$ is coded with a series of vectors of decreasing magnitudes $\{ |y_j| = a^j |z|; j = 1, 2, \ldots \}$, where $j$ is the number of coding stages, $a < 1$ is the approximation scaling factor, $|y_j|$ is the magnitude of the reconstruction codevector at stage $j$, and $|z|$ is larger than the maximum magnitude of the set of input vectors. At each stage, the orientation of the reconstruction vector is selected from a finite set of unit energy codevectors, referred to as orientation codebook, $Y = \{ y_j : |y_j| = 1; j = 1, 2, \ldots, N \}$, which remains the same at each stage. This is illustrated in Fig. 4. After $n$ stages the reconstructed vector is formed as

$$Q_n(x) = \{ a^j Z |y_{j_1} + a^j Z |y_{j_2} + \cdots + a^j Z |y_{j_n} \}$$

(2)

To guarantee that the residual error $|x - Q_n(x)|$ at stage $n$ converges into zero as $n \rightarrow \infty$, some constraints need to be imposed on the design of the orientation codebook.

The number of stages required for almost perfect reconstruction of the original vector depends on the values of:

(a) the $\theta_{\max}$, which is the maximum angle between any possible input vector and its closest available orientation codevector, and (b) the approximation scaling factor $a$.

The sufficient conditions to guarantee the convergence of the successive approximation by a finite set of orientation vectors of decreasing lengths have been derived by considering the worst case. This can be evaluated by assuming that the maximum error in orientation occurs at every stage, i.e. $\theta_i = \theta_{\max}, i = 1, 2, \ldots$. From Fig. 4, the error made after the first pass has a magnitude given by

$$|r_1|^2 = |x - Q_n(x)|^2 = |z|^2 + a^2 |z|^2 - 2z a |z| \cos \theta_{\max}$$

(3)
After \( n \) passes the magnitude of the residual vector is given by

\[
|r_n| = \|r_{n-1}\|^2 + a^{2n}\|z\|^2 - 2|a^n|\|z\| \cos \theta_{\max} \tag{4}
\]

The residual vector magnitudes after each pass \( |r_n| \), \( i = 1, 2, \ldots, n \) can be calculated for any given pair \((a, \theta_{\max})\). The recursive formula is used to calculate the convergence scaling factor \( \tilde{a} \), for any \( \theta_{\max} \in (0^\circ, 90^\circ) \) such that the scheme converges for any \( a \geq \tilde{a} \), where \( a \in [0.5, 1) \). Fig. 5a gives the values of the convergence scaling factor \( \tilde{a} \) for all angles \( \theta \in (0^\circ, 90^\circ) \), and Fig. 5b plots \( \theta_{\max} \) against the number of iterations required for convergence when \( a = \tilde{a} \).

From Fig. 5, the number of stages increases with both \( a \) and \( \theta_{\max} \). In addition, the higher the value of \( \theta_{\max} \), the higher the minimum value of \( a \) required for convergence. To achieve optimum compression ratios, the number of stages required to obtain a certain distortion level must be minimum. Thus, it is implied that the selected orientation codebook must be designed so that \( \theta_{\max} \) is as small as possible. Nevertheless, there is a compromise between the value of \( \theta_{\max} \) and the resolution of the orientation codebook, determined by \( \log_2 N/k \), where \( N \) is the codebook population and \( k \) is the vector dimension. In the scalar case \((k = 1)\), \( \theta_{\max} = 0^\circ \). However, bigger gains in bit-rate reduction can be achieved, when higher dimensional vectors are used, despite the larger values of \( \theta_{\max} \), owing to the fractional bit allocation obtained by vector quantisation.

We have designed orientation codebooks based on regular lattices. An important category of lattices are the root lattices, namely, \( Z_2(k > 1) \), \( A_4(k > 1) \), \( D_k(k > 3) \), \( E_k(k = 6, 7, 8) \) and the Barnes–Wall \( \Lambda_{16} \), which have been shown to offer the best sphere-packing properties in their dimensions [18]. In general, the points of a given regular lattice \( L_k \) are distributed on the surface of successive, concentric, \( k \)-dimensional hyperspheres \( S_k \), centred at the origin, so that all lattice points at the same shell have the same \( L \)-norm. The following parameters are important for the evaluation of the efficiency of a particular lattice-orientation codebook, assuming that it is built by the lattice points from \( S_k \) shell of a given lattice \( L_k \):

- (a) solid angle between nearest neighbour codevectors \( \theta_{\text{solid}}(L_k, S_k) \)
- (b) population of lattice points on the particular shell \( N_k(L_k, S_k) \)
- (c) maximum possible angle between any input vector and its closest codevector \( \theta_{\max}(L_k, S_k) \)

Table 1 summarises the parameters of regular lattices that give the best lattice packing at dimensions \( k = 4, 8 \) and \( 16 \).

<table>
<thead>
<tr>
<th>Lattice type, ( L_k )</th>
<th>Shell index, ( m )</th>
<th>Population ( N_k )</th>
<th>Nearest neighbour angle, ( \theta_{\text{solid}} )</th>
<th>Maximum angle, ( \theta_{\max} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( D_4 )</td>
<td>1</td>
<td>24</td>
<td>60°</td>
<td>45°</td>
</tr>
<tr>
<td>( D_8 )</td>
<td>2</td>
<td>24</td>
<td>60°</td>
<td>45°</td>
</tr>
<tr>
<td>( D_{12} )</td>
<td>1 + 2</td>
<td>48</td>
<td>45°</td>
<td>32°</td>
</tr>
<tr>
<td>( E_6 )</td>
<td>1</td>
<td>240</td>
<td>60°</td>
<td>45°</td>
</tr>
<tr>
<td>( E_8 )</td>
<td>2</td>
<td>2160</td>
<td>41°</td>
<td>45°</td>
</tr>
<tr>
<td>( E_9 )</td>
<td>3</td>
<td>6720</td>
<td>33°</td>
<td>35°</td>
</tr>
<tr>
<td>( E_10 )</td>
<td>1 + 2</td>
<td>2400</td>
<td>41°/45°</td>
<td>32°</td>
</tr>
<tr>
<td>( E_{11} )</td>
<td>1 + 2 + 3</td>
<td>9120</td>
<td>30°/35°</td>
<td>29°</td>
</tr>
<tr>
<td>( \Lambda_{16} )</td>
<td>2</td>
<td>4320</td>
<td>60°</td>
<td>55°</td>
</tr>
</tbody>
</table>

The LVQ algorithm described in this Section offers the advantage that only a limited number of lattice codevectors are used, so that they can be efficiently encoded using an adaptive arithmetic coder [28]. This avoids the obvious difficulties of designing an efficient entropy coder for a very large lattice codebook, which is typically required in most LVQ methods. There are some similarities between the SAVQ and multistage gain/shape VQ [17]. However, in SAVQ there is no need to code the values of the gain, since the reconstruction magnitude is fixed and known at each stage. Finally, SAVQ has a very simple encoding algorithm due to the fast NN algorithms of the lattice quantisation [19].

4 Low bit-rate video coding using wavelet lattice quantisation

This Section describes a method suitable for low bit-rate coding of video signals. The proposed coder consists of two main parts:

- motion estimation/compensation, where the overlapped block matching algorithm described in Section 2 is employed, and
- wavelet vector quantisation method employed for the compression of the motion-compensated interframe prediction error images, which is based on the successive approximation LVQ described in Section 3.
The basic principles of the coding algorithm are outlined in Fig. 6. According to this algorithm, the mean value of the MCIP error image is extracted and an M-stage wavelet transform is employed, resulting into an image decomposition as in Fig. 1. Each subimage $B_i$, where $B$ can be horizontally (H), vertically (V) or diagonally (D) oriented and $i = 1, 2, \ldots, M$, is then partitioned into $m \times n$ blocks of wavelet coefficients. To form the input vectors a different scanning is used according to the orientation of the band [4].

After scanning, the algorithm proceeds as follows. The initial value of the magnitude threshold is set to $T_0 = a \cdot \max |x|$, where $a$ is selected according to the $\theta_{\text{max}}$ of the orientation lattice codebook and $\max |x|$ denotes the maximum magnitude of the wavelet coefficient vectors. All vectors in every band are scanned, and the ones with magnitude less than $T_0$ are marked as zero (zero blocks). The rest (nonzero or coded blocks) are represented by their closest orientation codevector scaled with $T_0$, that is $Q_i(x) = T_0 y_i$. The location of the zero vectors is transmitted using three symbols: zero block (Z), zero-tree root (ZT) and coded block (C). Block zero-tree roots exploit the similarities among the bands of the same orientation by producing a single symbol to indicate that a block of wavelet coefficients and all its corresponding ones in the higher bands of the same orientation are zero. The arithmetic coder with an adaptive model described in Reference 28 is used to code the string generated by the three symbols (ZT, Z and C). The orientation codevectors for each coded (C) block are also encoded with an arithmetic coder.

The magnitude threshold is then updated by multiplying it by $a$. The nonzero blocks are further refined by coding the residual error between the original and the reconstructed C blocks with their closest orientation codevector and the new threshold. The indices of the new orientation codevectors are encoded into the bitstream via the arithmetic coder. In the next pass, all zero blocks are scanned again and their magnitudes are compared against the new threshold. A new string of the three symbols is encoded in the bitstream to provide information about the location and the status of the blocks at this stage. As in the previous pass, the indices of the C vectors are coded and the entire process is repeated until a certain bit rate is achieved.

The wavelet coefficient vectors are scanned according to their reconstructed values, the higher energies first, as in Reference 15. This guarantees that the most important information is always coded first, which is very desirable in video coding. Indeed, an important advantage of the proposed coding algorithm for video coding applications is that a constant bit rate can be achieved by allocating a fixed number of bits for each frame. This eliminates the need of a buffer for smoothing out the bit-rate variation. Coding the most important coefficients (in terms of energy) always first guarantees that the bit-rate budget will be efficiently used for coding those image data that would result into maximum distortion.

Successive refinement of the wavelet coefficients offers control over the maximum level of quantisation error made in each coefficient. This can be important for reducing unpleasant artifacts in picture quality, since the error introduced by a poorly quantised single-wavelet coefficient can be spread over an area of the reconstructed image [29]. Furthermore, it provides the means to guarantee that an arbitrary level of average distortion for each band is met [30]. This could be convenient for performing bit allocation among the wavelet coefficients taking into consideration the human visual system (HVS) sensitivity to each frequency band.

5 Experiments: simulation results

In this Section, the performance of the successive approximation wavelet vector quantisation (SAWVQ) for low bit-rate video coding applications is evaluated and compared to the RM8 implementation of the standard H261 video coder and other sub-band/wavelet schemes reported in literature. For our experiments, we have used the first 100 frames of three test image sequences, namely, 'Miss America', 'Claire' and 'Salesman'. The original pictures are in CIF format with frame rate 30 frame/s. We have used 10 frame/s for all experiments at 64 kbit/s by just subsampling the original sequence by a factor of three in the temporal domain, without any extra processing. The 2-D wavelet transform used in this work is an octave-band decomposition, which is implemented by the biorthogonal filter bank with coefficients shown in Table 2. In all experiments using SAWVQ, the first frame of the sequence is coded using intraframe SAWVQ at 0.5 bpc.

5.1 Selection of number of stages of wavelet decomposition

First, we investigated the effect of the number of stages of the wavelet transform in the coding performance. Table 3 shows the average luminance peak signal-to-noise ratio (PSNR) for all three test image sequences using 2–5 stage
wavelet transform. For this experiment, the A₄₆-based lattice codebook is employed. A 256 × 256 window of the original CIF pictures is used, to facilitate the implementation of multistage decomposition. The results reported in Table 3 demonstrate that there are no significant differences between the various decomposition stages. Nevertheless, the two-stage gives better performance for all three test sequences. Hence, we have used a two-stage wavelet transform for the rest of the simulations, since it can be directly implemented with the original CIF image frames, and it also has a faster implementation than the others.

5.2 Comparison between various lattice codebooks
The performance of various lattice codebooks have been tested. These codebooks are built based on regular lattices which give the best known space-packing properties in dimensions k = 4, 8 and 16. Table 1 gives the parameters of these lattices. In our experiments, the best value of the approximation scaling factor a was estimated for the different lattice codebooks from the results obtained by coding the first frame (intraframe mode).

Table 4 shows the average luminance PSNR achieved by different lattice codebooks for the three test sequences.

These results demonstrate that the performance of the coder is robust, i.e. there are only small variations between the various codebooks. However, other factors, such as the complexity of the encoding algorithm, the population size of the lattice codebook and the vector dimension, can effect the evaluation of the overall performance of the coder. For the rest of the experiments, we have employed the E₄₆-shell 1 + 2 lattice codebook, which has given on average the best PSNR performance and it also comprises a reasonable codebook size (N = 2160).

5.3 Comparison between overlapping and conventional block-matching motion compensation
The efficiency of the overlapped block-matching motion compensation (OBM-MC), described in Section 2, for the SAWVQ video coder is demonstrated in Fig. 7. The figure plots the PSNR performance of the coder using the OBM and the conventional BM motion compensation, for coding 'Miss America' and 'Claire' at 64 kbit/s. In both cases, the core MC block is 16 × 16 and a search area of ±15 pixels is assumed. Hence, the same number of motion vectors are created. In the OBM-MC, the size of the overlapped blocks is 32 × 32 pixels and the window function is the 2-D raised cosine given by eqn. 1. In our simulations the absolute values of the horizontal and vertical components of the motion vectors (including zero ones) are coded using an adaptive arithmetic coder [28] and embedded into the bitstream. The plots of Fig. 7 demonstrate the improvement in PSNR obtained by employing the OBM-MC instead of the conventional BM. This improvement is also reflected into the picture quality of the reconstructed frames, for the reasons explained in Section 2. It is interesting that, in the case of OBM, as opposed to the conventional BM, there is no

<table>
<thead>
<tr>
<th>Stages</th>
<th>'Miss America' 10 Hz, 64 kbit/s</th>
<th>'Claire' 10 Hz, 64 kbit/s</th>
<th>'Salesman' 10 Hz, 64 kbit/s</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>41.21</td>
<td>39.00</td>
<td>33.72</td>
</tr>
<tr>
<td>3</td>
<td>40.98</td>
<td>38.82</td>
<td>33.54</td>
</tr>
<tr>
<td>4</td>
<td>41.08</td>
<td>38.64</td>
<td>33.35</td>
</tr>
<tr>
<td>5</td>
<td>41.04</td>
<td>38.86</td>
<td>33.06</td>
</tr>
</tbody>
</table>

Table 3: Average luminance PSNR performance of different number of stages of wavelet transform

Table 4: Average luminance PSNR performance of different lattice codebooks

<table>
<thead>
<tr>
<th>Lattice codebook</th>
<th>'Miss America' CIF 10 Hz, 64 kbit/s</th>
<th>'Claire' CIF 10 Hz, 64 kbit/s</th>
<th>'Salesman' CIF 10 Hz, 64 kbit/s</th>
</tr>
</thead>
<tbody>
<tr>
<td>D₂₆-shell 1</td>
<td>41.60</td>
<td>39.21</td>
<td>34.13</td>
</tr>
<tr>
<td>D₂₆-shell 2</td>
<td>41.62</td>
<td>39.49</td>
<td>34.06</td>
</tr>
<tr>
<td>D₂₆-shell 1 + 2</td>
<td>41.71</td>
<td>39.37</td>
<td>34.13</td>
</tr>
<tr>
<td>E₂₆-shell 1</td>
<td>41.47</td>
<td>39.25</td>
<td>33.87</td>
</tr>
<tr>
<td>E₂₆-shell 2</td>
<td>41.90</td>
<td>39.51</td>
<td>34.11</td>
</tr>
<tr>
<td>E₂₆-shell 3</td>
<td>41.74</td>
<td>39.47</td>
<td>34.05</td>
</tr>
<tr>
<td>E₂₆-shell 1 + 2</td>
<td>41.96</td>
<td>39.99</td>
<td>34.05</td>
</tr>
<tr>
<td>E₂₆-shell 1 + 3</td>
<td>41.82</td>
<td>39.31</td>
<td>33.93</td>
</tr>
<tr>
<td>G₂₆</td>
<td>41.45</td>
<td>39.28</td>
<td>33.78</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Fig. 7</th>
<th>Performance comparison between overlapped and conventional block matching</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>'Miss America' CIF 10 Hz, 64 kbit/s</td>
</tr>
<tr>
<td>b</td>
<td>'Claire' CIF 10 Hz, 64 kbit/s</td>
</tr>
<tr>
<td></td>
<td>OBM-SAIVQ</td>
</tr>
<tr>
<td></td>
<td>BM-SAWVQ</td>
</tr>
<tr>
<td></td>
<td>- H261-8MS</td>
</tr>
<tr>
<td></td>
<td>- OBM-SAIVQ</td>
</tr>
<tr>
<td></td>
<td>- BM-SAWVQ</td>
</tr>
</tbody>
</table>

PSNR degradation as the sequence advances towards higher order frames.

5.4 Comparison with other low bit-rate video coders

Finally, the performance of the proposed coding scheme is compared with the RM8 implementation of the rec-

ommendation H261 and other video coders developed for low bit-rate video coding applications. Fig. 7 illustrates the PSNR improvement achieved by the OBM-

coded by OBM-SAWVQ and RM8, respectively, at 64 kbit/s. A magnified part of frame 43 of 'Salesman', also coded at 64 kbit/s using OBM-SAWVQ and RM8, is shown in Figs. 9a and 9b. It is evident that the picture quality of the OBM-SAWVQ coded pictures is very good

![Fig. 8 Zoomed part of reconstructed frame 73 'Claire', CIF 10 Hz, 64 kbit/s]
a SAWVQ
b H261/RM8

![Fig. 9 Zoomed part of reconstructed frame 43 'Salesman', CIF 10 Hz, 64 kbit/s]
a SAWVQ
b H261/RM8

<table>
<thead>
<tr>
<th>Image sequence</th>
<th>Spatial res.</th>
<th>Frame rate</th>
<th>Bit rate</th>
<th>Average Lumin PSNR</th>
<th>Method</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Miss America</td>
<td>256 x 256</td>
<td>10</td>
<td>64</td>
<td>38.10</td>
<td>sub-band VQ</td>
<td>8</td>
</tr>
<tr>
<td>Miss America</td>
<td>256 x 256</td>
<td>10</td>
<td>64</td>
<td>41.80</td>
<td>OBM-SAWVQ</td>
<td>7</td>
</tr>
<tr>
<td>Miss America</td>
<td>352 x 288</td>
<td>10</td>
<td>700</td>
<td>39.00</td>
<td>ECSBC/AEC</td>
<td>33</td>
</tr>
<tr>
<td>Miss America</td>
<td>352 x 288</td>
<td>10</td>
<td>322</td>
<td>40.62</td>
<td>zerotree</td>
<td>33</td>
</tr>
<tr>
<td>Miss America</td>
<td>352 x 288</td>
<td>10</td>
<td>280</td>
<td>38.63</td>
<td>edge sub VQ</td>
<td>10</td>
</tr>
<tr>
<td>Miss America</td>
<td>352 x 288</td>
<td>10</td>
<td>100</td>
<td>39.45</td>
<td>3D-WT</td>
<td>31</td>
</tr>
<tr>
<td>Miss America</td>
<td>352 x 288</td>
<td>10</td>
<td>64</td>
<td>39.15</td>
<td>OBM-WT</td>
<td>9</td>
</tr>
<tr>
<td>Miss America</td>
<td>352 x 288</td>
<td>10</td>
<td>96</td>
<td>40.33</td>
<td>H261-RM8</td>
<td>9</td>
</tr>
<tr>
<td>Miss America</td>
<td>352 x 288</td>
<td>10</td>
<td>64</td>
<td>41.98</td>
<td>OBM-SAWVQ</td>
<td>32</td>
</tr>
<tr>
<td>Miss America</td>
<td>352 x 288</td>
<td>10</td>
<td>360</td>
<td>36.00</td>
<td>WT/edge VQ</td>
<td>32</td>
</tr>
<tr>
<td>Miss America</td>
<td>352 x 288</td>
<td>10</td>
<td>64</td>
<td>39.35</td>
<td>OBM-SAWVQ</td>
<td>9</td>
</tr>
<tr>
<td>Miss America</td>
<td>352 x 288</td>
<td>10</td>
<td>64</td>
<td>39.64</td>
<td>H261-RM8</td>
<td>9</td>
</tr>
<tr>
<td>Miss America</td>
<td>352 x 288</td>
<td>10</td>
<td>64</td>
<td>39.59</td>
<td>OBM-SAWVQ</td>
<td>9</td>
</tr>
<tr>
<td>Miss America</td>
<td>352 x 288</td>
<td>10</td>
<td>64</td>
<td>32.50</td>
<td>OBM-WT</td>
<td>9</td>
</tr>
<tr>
<td>Miss America</td>
<td>352 x 288</td>
<td>10</td>
<td>64</td>
<td>31.90</td>
<td>H261-RM8</td>
<td>9</td>
</tr>
<tr>
<td>Miss America</td>
<td>352 x 288</td>
<td>10</td>
<td>64</td>
<td>34.05</td>
<td>OBM-SAWVQ</td>
<td>9</td>
</tr>
<tr>
<td>Salesman</td>
<td>352 x 288</td>
<td>15</td>
<td>700</td>
<td>33.90</td>
<td>edge sub VQ</td>
<td>10</td>
</tr>
</tbody>
</table>

and free of the annoying blocking effects of RM8 coded images. Table 5 shows the average PSNR obtained by various low bit-rate subband/wavelet video coders reported in literature. These include sub-band/residual VQ [8], edge-based sub-band VQ [10], 3D wavelet transform with adaptive bit-plane run-length coding [31], entropy-coded sub-band and combined with hierarchical motion compensation [7], adaptive wavelet VQ [32], overlapped motion estimation with entropy-coded wavelet transform [9] and a zero-tree subband method [33]. We have also included the average luminance PSNR obtained by the RM8 implementation of H.261 Recommendation [22] and the proposed OBM-SAWQ.

The good results presented in Fig. 7 and Table 5 are due to an important property of SAWQ, that is, the most significant information at each image frame is coded prioritarily, which is a very desirable feature in low bit-rate video coding. Indeed, the effectiveness of this approach can be seen not only on the high values of the average PSNR achieved, but also on the relatively small variations in PSNR obtained with exactly constant bit rate, without a buffer.

6 Conclusions

We have proposed a video coding method based on lattice quantisation of wavelet coefficients. In this technique (SAWQ) the most important vectors of wavelet coefficients are successively coded by a series of vectors of decreasing magnitudes. Moreover, the structural similarities among the bands of same orientation are exploited by incorporating a block zero-tree structure. We have shown that overlapped block-matching motion compensation (OBM-MC) significantly increases the efficiency of the wavelet transform coder by eliminating the blocking artifacts in the prediction error introduced from the conventional block matching.

The OBM-SAWQ video coder presented offers constant bit rate, with no need for a buffer; yet, remarkably, the PSNR fluctuations from frame to frame are reasonably small for the image sequences that have been tested. This is due to the fact that the SAWQ always codes the most important image data first. Moreover, there is small quantisation error accumulation as the image sequence advances to higher order frames. Simulation results for three standard test image sequences, namely, 'Miss America', 'Claire' and 'Salesman', demonstrate that OBM-SAWQ achieves promising performance.
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