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ABSTRACT

This paper describes a new single-image super-resolution algorithm based on sparse representations with image structure constraints. A structure tensor based regularization is introduced in the sparse approximation in order to improve the sharpness of edges. The new formulation allows reducing the ringing artefacts which can be observed around edges reconstructed by existing methods. The proposed method, named Sharper Edges based Adaptive Sparse Domain Selection (SE-ASDS), achieves much better results than many state-of-the-art algorithms, showing significant improvements in terms of PSNR (average of 29.63, previously 29.19), SSIM (average of 0.8559, previously 0.8471) and visual quality perception.

Index Terms: super-resolution, sparse representations, structure tensors.

1. INTRODUCTION

Single-image super-resolution refers to the problem of generating a high-resolution (HR) output image, given one low-resolution (LR) image as an input. The super-resolution (SR) task is an ill-conditioned inverse problem solved as there can be several HR images generating the same LR image. The problem is usually solved by exploiting observation and a priori image models with regularization techniques. The single-image SR methods can be broadly classified into two categories: interpolation-based methods and learning-based methods which use a dictionary of learned co-occurrence priors between LR and HR patches to estimate the HR image [4], [5], [6]. The learning methods which make use of patches are also referred to as Example-based SR [6].

The method described in Dong et al. [7], called Adaptive Sparse Domain Selection scheme (ASDS), is a mixed approach based on the sparse association between input and example patches stored in a union of adaptively selected dictionaries. The locally sparse association is further constrained by additional image priors introduced as two adaptive regularization terms. The first regularization term uses autoregressive (AR) models learned from the training set image patches whereas the second regularization term introduces a constraint in terms of non-local self similarity. Although the method in [7] already performs well, it does not take into account geometric image structures, hence still suffers from artefacts around edges.

Here, we describe a new single-image SR algorithm built upon the idea of adaptive sparse domain selection exploiting regularization constraints driven by the image geometrical structure. In order to do so, a new structure tensor-based regularization term is introduced in the sparse approximation formulation in order to obtain sharper edges. This new regularization term is specifically applied on edges of the reconstructed image. Therefore, this algorithm is named sharper edges based ASDS (SE-ASDS). Experimental results on a large set of test images show that the proposed method brings significant improvements both in terms of PSNR, SSIM and visual quality, compared to various state of the art methods.

2. SUPER-RESOLUTION USING SPARSE REPRESENTATIONS: BACKGROUND

Sparsity has been used in different single-image SR algorithms, particularly in learning-based methods.

In [5], Yang et al. aim to recover an image \( I_h \) from its respective image \( I_l \) using the constraint that the estimated \( \hat{I}_h \) image should yield \( I_l \) images when the model \( I_l = D_h \alpha \) is applied. Patches of the \( I_h \) can be represented as a sparse linear combination of atoms extracted from a dictionary \( D_h \). This dictionary has been trained offline from high resolution patches sampled from training images \( x \approx D_h \alpha \), where \( \alpha \) is a sparse vector of weights. The method proposed by [5] outperforms [4], [1] and [2] when applied either on noisy or noiseless images.

In [8], Kulkarni et al. make a parallel between sparse representations using dictionaries and sparse representations using orthonormal bases. Experiments show that sparse representations is satisfied for several kinds of dictionaries, such as learned dictionaries and non-trained dictionary [8]. However, Kulkarni et al. give evidences that trained dictionaries perform much better than non-trained dictionaries in terms of consistency for solutions, local patchwise discontinuities and performance.

In [7], Dong et al. proposes a non-blind algorithm with adaptive sparse domain selection (ASDS) using sparse representation. It aims at recovering a high resolution image \( I_h \) from its \( I_l \) using a set of pre-trained compact dictionaries from high quality images trained using principal component analysis (PCA). The main idea of this method is to choose the best trained dictionary for each patch. Besides, Dong et al. use sparse representations to solve the inverse problem of SR, assuming that the estimated image is sparse in the selected domain. In addition to sparsity-based regularization, two complementary regularization terms are used: one explores the local image structures thanks to auto-regressive models (AR) whereas the other one uses the non-local redundancy to enhance each local path (NL).

Given a low resolution image \( I_l \), Dong et al. want to recover \( \hat{I}_h \) using the following minimization problem:

\[
\hat{I}_h = \arg \min_{I_h} E(I_h)
\]
The cost function $E(I_h)$, used to stabilize the solution of this ill-posed inverse problem, is given by

$$E(I_h) = E(I_h | I_l) + E_{AR}(I_h) + E_{NL}(I_h) + E_{a}(I_h)$$

(2)

where the first term $E(I_h | I_l)$ is the fidelity term whereas the three others are regularization terms. The term $E_{AR}(I_h)$ is based on estimated local structure, $E_{NL}(I_h)$ exploits the non-local similarity and $E_{a}(I_h)$ is the sparsity penalty term. Dong et al. present an iterative shrinkage algorithm to solve the $l_1$-minimization problem presented in Equation (1).

In their paper, Dong et al. [7] have noted that Daubechies et al. [9] generate results with many jaggy and ringing artifacts; Marquina et al. [10] present results with piece-wise constant block artifacts although their method is effective in suppressing the ringing; Dai et al. [11] produce artificial images due to very smooth edges and fine structures. The method of Yang et al. [12] performs quite well. However, two universal dictionaries are required to get the result. In addition, the reconstructed edges are relatively smooth and some fine image structures are not well (or at all) recovered. Besides, the authors observe that methods [9][10][12] are sensitive to noise and generate artifacts around edges. Thus, Dong et al. [7] generate better results in terms of PSNR, SSIM and visual quality than the aforementioned methods for noiseless and noisy images. In Dong et al., the edges are much sharper than all the other methods with however some ringing noise around edges as illustrated in figure 1.

Considering the original scenario of Dong et al.’s method produces some ringing artifacts around the reconstructed edges, we believe that the method can be improved in terms of PSNR, SSIM and visual quality. With this aim, we introduce a new regularization term which is based on structure tensors in order to improve the sharpness of edges.

Before describing this new regularization term, the following section elaborates on the computation of structure tensors which are used to estimate the local geometry of images.

3. REGULARIZATION BASED ON STRUCTURE TENSORS

Let $\Omega \rightarrow \mathcal{Z}^2$ with $(x, y) \in \Omega$ and let $I : \Omega \rightarrow \mathbb{R}^3$ be a vector-valued data set and $I_j$ its j-th channel. The tensor structure $J$, also called Di Zenzo matrix [13], is given by

$$J = \sum_{j=1}^{n} \nabla I_j \nabla I_j^T$$

(3)

where $J$ is the sum of the scalar structure tensors $\nabla I_j \nabla I_j^T$ of each image channel $I_j$ and $\nabla I_j$ refers to the gradient.

In this work, we use the luma-channel $Y$ of the YCbCr image, i.e., $j = 1$ in Equation (3). The partial derivatives in $x$ and $y$ directions are obtained by applying the rotational symmetric filter proposed in [14]. Most of the time, the structure tensor $J$ is locally smoothed with a Gaussian filter in order to reduce the influence of noise and to strengthen its coherence. However, being isotropic and linear, this regularization may significantly alter the local structure of the image [15] by over-smoothing corners. To overcome this problem, a non-linear anisotropic regularization is performed. Doré et al. [15] recently extended the non local filter to regularize structure tensors. The main drawback of this approach is its complexity.

Instead of using the aforementioned methods, the regularization of $J$ is achieved by using a simple Difference of Gaussians filter introduced in [16]. They are assigned to the regularization of each component of the tensor $J$. We note $J^*$ the result of the regularization.

From the spectral decomposition, this structure tensor can be rewritten as

$$J_r = \lambda_+ \theta_+ \theta_+^T + \lambda_- \theta_- \theta_-^T$$

(4)

where $\lambda_+ \theta_+$ are the eigenvalues and $\theta_+$ are the eigenvectors (or the components of an orthonormal vector basis in $\mathbb{R}^3$). The eigenvalues show the strength of the local image edges and the eigenvectors $\theta_+$, associated to the highest eigenvalues $\lambda_+$, define the direction of the highest change normal to the edges.

The regularized structure tensor is shown in the following equation

$$J_r = \left[ \begin{array}{cc} g_{11} & g_{12} \\ g_{12} & g_{22} \end{array} \right] = \left[ \begin{array}{cc} \nabla I_x \nabla I_y^T & \nabla I_x \nabla I_y^T \\ \nabla I_y \nabla I_x^T & \nabla I_y \nabla I_x^T \end{array} \right] * G_{\sigma}^4$$

(5)

where $\nabla I_x$ and $\nabla I_y$ are computed using separable Gaussian derivative kernels $DoG_x$ and $DoG_y$ on the channel $I_j$ of the image $I$, $G$ is a Gaussian kernel and ($*$) is the convolution operation.

The eigenvalues is given by

$$\lambda_{\pm} = g_{11} + g_{22} \pm \sqrt{(g_{11} - g_{22})^2 + 4g_{12}^2}$$

(6)

and the eigenvectors is given by

$$\theta_{\pm} = \left[ \begin{array}{c} 2g_{12} \\ g_{22} - g_{11} \pm \sqrt{(g_{11} - g_{22})^2 + 4g_{12}^2} \end{array} \right]$$

(7)

The relative discrepancy between the two eigenvalues of $J_r$ is an indicator of the degree of anisotropy of the gradient in a region of the image. A coherence measure is often given by $(\lambda_+ - \lambda_-)^2 / \lambda_+ \lambda_- \lambda_-$ [17]. However, it is known that the coherence measure fails to detect saddle points (i.e. when $\lambda_+ \approx \lambda_- \approx 0$) [18]. In order to detect salient edges, we use the function named as S-norm presented in Equation (8), where $p = (x, y)$ represent the pixel coordinates.

$$S(p) = \frac{\lambda_+(p)}{\max_{p \in \Omega} \lambda_+(p)}$$

(8)

In the next section, we characterize the proposed regularization term named here the edgeness term.

3.1. Edgeness term

The edgeness term is the heart of the proposed SE-ASDS method. Considering that the eigenvector $\theta_+$ indicates the direction normal to the edges, we start from the current pixel $p$ belonging to the edge, named as $p^{th}_1$, and we trace a stream line of size $2m+1$ as illustrated in Figure 2.

The energy term $E_{Edg}(I_h)$ is used to enhance the sharpness of the current location. It is given by the following equation

$$E_{Edg}(I_h) = \phi(p) \frac{\lambda_+(p)}{2} \left( I_h(p) - \bar{I}_{h_{edg}}(p) \right)^2$$

(9)
\[
\frac{\partial E(I^h_h)}{\partial I_h} \approx \beta_1 \left( (I_h * G) \downarrow - I_h \right) \uparrow *G + \beta_2 \phi(p) \left( I_h - I_{h_{ens}} \right) + \beta_3 \left( I_h - I_{h}^{NL} \right) + \beta_4 |\alpha|_1
\] (16)

and \( \alpha \) is a sparse representation of \( I_h \) on a sub-dictionary \( \Phi_k \) trained by Dong et al. [7].

Note that Equation (16) is an approximation since the derivative of the new edgeness term \( \frac{\partial E_{Edg}(I_h)}{\partial I_h} \) is not rigorously equal to \( \beta_2 \phi(p) \left( I_h - I_{h_{ens}} \right) \). In order to derive the second term of Equation (16) (second line), we made the assumption that \( I_h(p_{sl}^0) \approx I_h(p_{sl}^0) \) in Equation (12). To the best of our knowledge, this strategy is reasonable and locally valid when we choose a short length stream line as in performed experiments.

In the next section, we present a simple algorithm to compute the sharper image and, consequently, the edgeness term.

3.3. Implementation

The pseudo-code of the proposed algorithm for computing the edgeness term is described in Algorithm 1.

**Algorithm 1:** Implementation of the \( I_{h_{ens}}^{edg} \) for SE-ASDS

1. **input**: HR image \( I_h^0 \); iterations \( N \); constant \( \zeta \).
2. **output**: sharper HR image \( I_h^{edg} \).
3. for \( i \leftarrow 0 \) to \( N \) do
   4. Compute the structure tensor \( J_h \);
   5. Compute the regularized structure tensor \( J_h^r \);
   6. Compute eigenvectors and eigenvalues;
   7. Compute the energy term \( E = \frac{\partial E_{Edg}(I_h)}{\partial I_h} \);
   8. foreach pixel \( p \) of the HR picture do
      9. \[ I_h^{edg+1}(p) = I_h^r(p) - \zeta E(p) \]

The structure tensor is computed using smooth derivatives on the current estimated HR picture leading to a set of eigenvalues and eigenvectors. These eigenvalues and eigenvectors are used to compute a stream line for each pixel \( p \) belonging to the edge. Then, only the values of \( p \) that are salient are changed. The energy term dealing with the sharpness of edges is computed and used to modify the current estimated HR picture inside the IST algorithm [7]. As the the algorithm changes the value of the pixel \( p \) each time, we iterate the Algorithm 1. Finally, a sharper image \( I_h^{edg} \) is computed and can be used to regularize Equation (16) [7].

Several experiments are conducted and presented in the next section.
4. EXPERIMENTAL RESULTS

In our experiments, $I_i$ were obtained by applying a $7 \times 7$ Gaussian kernel filter of standard deviation 1.6 on the same benchmark images used by Dong et al. [7] and then sub-sampling by a factor 3. The same IST algorithm and trained previous dictionaries by Dong et al. were used. The method is only applied on the luminance $Y$ channel and the color channels are up-sampled using bi-cubic interpolation. The up-sampling factor is of 3. The parameters $\beta_1$, $\beta_3$ and $\beta_4$ are selected as Dong et al. and $\beta_2$ is set to 0.009.

To compute the edgeness term $I_{\text{edge}}$, we set $\nu = 0.01$, $\zeta = 0.05$, $N = 2$ iterations and the total length of the stream lines equal to 7 pixels, i.e. $sl = 3$. Since the function $\xi$ controls the weights taking into consideration the value of $S(p)$, different short lengths of stream lines can be set obtaining similar results.

We compare the proposed approach with [9], [12], [11], [10], and with the best results obtained by Dong et al. [7]. In [9], Daubechies et al. consider linear inverse problems where the solution is presupposed to have a sparse expansion on an arbitrary orthonormal basis. In [11], Dai et al. propose a technique based on edge smoothness prior to suppress the jagged edge artifact. In [10], Marquina and Osher present a super-resolution algorithm based on a constrained variational model that uses the total variation as a regularization term.

Figure 3 illustrates the results obtained by the proposed SE-ASDS method and by two other methods. Among these approaches, the best results are given by SE-ASDS method as demonstrated by Figure 3 (e) and the last column of Table 1. Results are less blurry and more sharpen than other solutions. The same behavior was obtained when we add a gaussian noise to the images with a standard deviation of 5. More results are available online.

Table 1: The PSNR (dB) and SSIM results (luminance components) of super-resolved HR images.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Girl</td>
<td>32.93</td>
<td>31.94</td>
<td>32.51</td>
<td>31.21</td>
<td>33.54</td>
<td>33.56</td>
</tr>
<tr>
<td>Parrot</td>
<td>28.78</td>
<td>27.71</td>
<td>27.98</td>
<td>27.59</td>
<td>30.00</td>
<td>30.29</td>
</tr>
<tr>
<td>Butterfly</td>
<td>25.10</td>
<td>25.19</td>
<td>23.73</td>
<td>26.60</td>
<td>27.34</td>
<td>28.48</td>
</tr>
<tr>
<td>Leaves</td>
<td>24.59</td>
<td>24.34</td>
<td>23.54</td>
<td>24.58</td>
<td>26.80</td>
<td>27.69</td>
</tr>
<tr>
<td>Parthenon</td>
<td>26.32</td>
<td>25.87</td>
<td>24.08</td>
<td>25.89</td>
<td>26.83</td>
<td>27.05</td>
</tr>
<tr>
<td>Flower</td>
<td>28.10</td>
<td>27.30</td>
<td>27.76</td>
<td>27.38</td>
<td>29.19</td>
<td>29.29</td>
</tr>
<tr>
<td>Hat</td>
<td>29.92</td>
<td>29.68</td>
<td>29.65</td>
<td>29.39</td>
<td>30.93</td>
<td>31.53</td>
</tr>
<tr>
<td>Raccoon</td>
<td>28.80</td>
<td>27.96</td>
<td>28.49</td>
<td>27.55</td>
<td>29.24</td>
<td>29.27</td>
</tr>
<tr>
<td>Bike</td>
<td>27.48</td>
<td>27.31</td>
<td>23.20</td>
<td>23.61</td>
<td>24.62</td>
<td>24.97</td>
</tr>
<tr>
<td>Plants</td>
<td>31.87</td>
<td>31.45</td>
<td>31.48</td>
<td>31.28</td>
<td>33.47</td>
<td>34.17</td>
</tr>
<tr>
<td>Average</td>
<td>28.03</td>
<td>27.49</td>
<td>27.69</td>
<td>27.49</td>
<td>29.19</td>
<td>29.63</td>
</tr>
</tbody>
</table>

5. CONCLUSION

The proposed SE-ASDS approach gives better results than Daubechies [9], Yang et al. [12], Dai et al. [11], Marquina and Osher [10] and Dong et al. [7] in terms of PSNR, SSIM and visual quality for all benchmark images. In our experiments, SE-ASDS is faster and gives in average 0.14 dB improvement compared to Dong et al.’s method in terms of PSNR. Other innovation was the use of $h$ as instantaneous power of the stream line pixel values.
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